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One of the initial goals of artificial intelligence (AI) was 
to build algorithms1 capable of replicating human 
behavior (i.e., human-like behavior, as outlined by Lake 
et al., 2017; Simon, 1983; Turing, 1950). However, in 
contemporary AI, the focus often shifts away from rep-
licating human behavior and deepening our under-
standing of cognition. Instead, the emphasis lies in 
using human abilities as an inspiration to develop algo-
rithms that can perform, predict and classify events  
more accurately and rapidly than humans can (i.e., 
unlike human behavior), thus, diverging from the goal 
of advancing our understanding of cognition.

Although the contemporary AI approach will continue 
to be very valuable, I argue that in unstable and complex 
real-world decision-making situations (i.e., dynamic 
decision-making, or DDM), we need to focus on building 
learning algorithms that simulate human cognitive pro-
cesses so that we can support humans in making deci-
sions in real-world tasks (Gonzalez et al., 2003, 2017). 
Here, I aim to discuss (a) the ways in which current 

computational decision-making algorithms may make 
human-like decisions and (b) how current computational 
models may be lacking precision and development of 
human cognition. Many aspects of human decision- 
making processes in dynamic environments are 
unknown or imprecise, particularly as they relate to 
DDM (Gonzalez et al., 2017). In this  paper I reflect on 
some of the unknowns of DDM and on some of the AI 
achievements with regard to building agents that exhibit 
human-like decision-making in dynamic tasks.

I focus on a cognitive-science perspective of DDM, 
in which human decision-making in dynamic environ-
ments is conceived as a closed-loop learning process 
and information processing (Gonzalez, 2017),2 and I 
highlight some of the gaps that researchers need to 
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One of the early goals of artificial intelligence (AI) was to create algorithms that exhibited behavior indistinguishable 
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consider when building human-like algorithms for DDM. 
I present a general cognitive algorithm that intends to 
emulate human decision-making in dynamic environ-
ments and reach a level of cognitive precision and sys-
tematic calculation to be carried out automatically. This 
algorithm, defined in instance-based learning theory 
(IBLT; Gonzalez et al., 2003), is precise in some aspects, 
but it remains vague and requires formal mathematical 
formulations in other relevant aspects of cognition. 
While introducing the various steps of the general IBLT 
algorithm, I consider accumulated evidence that sup-
ports the human-likeness of IBLT models and the gaps 
and steps required to advance the algorithmic represen-
tations of this process.

A Cognitive Perspective of Dynamic 
Decision-Making

Human decision-making is a complex, high-level cogni-
tive process that is clearly different from other cognitive 
processes in at least two ways: It builds on other ele-
ments of our cognitive system such as perception, mem-
ory, and attention, and beyond the judgment process 
traditionally characterized in the decision-making litera-
ture, decision-making is uniquely identified by its essen-
tial component, the process of choice (Payne et al., 1993).

Choice is the act of selecting among alternatives, 
whether they are present at the same time or they 
develop sequentially over time. The process of choice 
is highly influenced by the cognitive steps that occur 
before a choice is made (e.g., perception, recognition, 
and judgment) as well as those that occur with the 
execution of the action selected and after a result is 

observed (e.g., feedback and learning). Notably, the 
judgment process, which precedes choice, involves 
evaluating the merits and determining the preferences 
for different alternatives. These two processes, judg-
ment and choice, have been the core of the study of 
behavioral decision-making for many decades (Einhorn 
& Hogarth, 1981; W. M. Goldstein & Hogarth, 1997; 
Hastie, 2001).

The dominant model of judgment and choice is an 
open-loop linear process, illustrated in Figure 1. In this 
template, explicit- and simultaneous-choice options are 
represented as “branches” of a decision tree, and there 
is no learning or feedback loop. Uncertainty in the envi-
ronment are events in the world described by probabili-
ties or likelihoods, and the consequences of choice are 
a subjective evaluation of some expected value (i.e., 
subjective expected utility, or SEU; Hastie, 2001). How-
ever, this principle of maximization as a description of 
human choice has been criticized since its inception 
because of its discrepancies with the actual bounded-
rationality decision process (Simon, 1955, 1957). Pros-
pect theory (Kahneman & Tversky, 1979) was proposed 
as a description of human decision-making under risk, 
and it prevails as the most accepted general descriptive 
model of risky choice. Furthermore, it has been associ-
ated with an impressive list of biases from optimal deci-
sions (Kahneman et  al., 1982; Tversky & Kahneman, 
1974). Similarly, ecologically rational mechanisms have 
been investigated not as a source of human error but 
as a way to highlight how decisions depend on each 
environment. The concept of ecological rationality aims 
to demonstrate how heuristics may succeed or fail in 
particular situations (Gigerenzer et al., 2011; Gigerenzer 
& Todd, 1999).

Beyond the prevailing views of judgment and choice 
summarized above, making decisions under uncertainty 
in changing environments requires consideration of 
additional aspects of our cognitive system such as rec-
ognition, feedback, and learning from experience. The 
study of how these cognitive processes influence our 
decisions has been uncommon in the literature of deci-
sion sciences (Einhorn & Hogarth, 1981; Gonzalez, 
2017). Simon (1955) highlighted the importance of 
learning in the choice process. However, decision the-
ory in the 1950s and 1960s addressed learning only in 
gambles in which choices are independent such as the 
study of probability learning in the prediction of the 
occurrence of two mutually exclusive events (Estes, 
1964, 1976). Although simple, these learning experi-
ments were connected to initial research in DDM 
(Edwards, 1962).

DDM may be conceptualized as a control process: a 
closed-loop learning process, illustrated in Figure 2, in 
which decisions are made sequentially and are influenced 

Decide to do A

Event 1 occurs

Event 1 occurs

Decide to do B

Event 2 occurs

Event 2 occurs

Worst Outcome

Best Outcome

Good Outcome

Bad Outcome

Fig. 1.  Open-loop linear process of choice. This is the dominant 
model of human judgment and choice. A choice between A and B 
is made and an outcome is obtained depending on the occurrence 
of a probabilistic event.
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by the result of previous decisions (i.e., experience), by 
external events in the environment, and by constraints 
such as time limitations and complexity of the task 
(Brehmer, 1992; Gonzalez, 2017; Gonzalez et al., 2017).

DDM is largely determined by the characteristics of 
dynamic environments and the constraints of human 
cognition. Dynamic environments demand a sequence 
of interdependent decisions made under changes that 
are endogenous (caused by the decision maker’s own 
past decisions), exogenous (by factors beyond the deci-
sion maker’s control), or both (Edwards, 1962). In 
dynamic systems, the state at time t depends on the state 
of the system and decisions made in the past, generating 
loops that may be self-reinforcing or self-diminishing 
over time (Gonzalez et al., 2005). These characteristics 
make dynamic systems very complex, not only in terms 
of the number of elements of the system (i.e., structural 
complexity) but also in terms of the relationships and 
interdependencies among these elements over time (i.e. 
dynamic complexity; Gonzalez et al., 2017).

Simon (1983) noted that human learning is terribly 
slow. Indeed, research in DDM has shown that making 
decisions in dynamic environments can be very chal-
lenging for humans. For example, people do not always 
improve their decisions with practice in a task (Brehmer, 
1980), and their performance may remain suboptimal 
even with full and immediate feedback, unlimited time, 
and high-performance incentives (Diehl & Sterman, 
1995; Sterman, 1994). People are generally poor at han-
dling systems with long feedback delays (Brehmer, 
1992; Sterman, 1989), and they have difficulty learning 
in situations involving environmental constraints, such 
as workload and time pressure (Gonzalez, 2004, 2005; 
Kerstholt & Raaijmakers, 1997). Thus, building artificial 
agents that emulate human decision-making in dynamic 
environments is not equivalent to building agents that 
behave “optimally,” and agents that approximate opti-
mality with training may not represent the suboptimal 
learning and difficulty to learn that humans demon-
strate in most dynamic tasks.

Dynamic environments are often studied with com-
plex interactive computer systems called microworlds 
(Brehmer & Dörner, 1993; Gonzalez et al., 2005). Exam-
ples of microworlds include tasks such as commanding 
a group of firefighters in an unknown environment (e.g., 
Brehmer & Allard, 1991), determining the procedures to 
follow in emergency situations (e.g., Joslyn & Hunt, 
1998), and managing scarce resources under time con-
straints and workload (e.g., Gonzalez, 2004, 2005), among 
others. But years of research with microworlds has made 
it clear that dynamic complexity exists even in structurally 
simple tasks (i.e., tasks that consist of a few alternatives, 
no time constraints, and even less uncertainty) and that 
more insights regarding dynamic complexity may be 

obtained from studying tasks that are structurally simple 
(Gonzalez, 2022; Gonzalez et al., 2017).

A wave of experience-based choice research in sim-
ple-choice tasks emerged in the past decades from the 
observation that human choice depends on how infor-
mation about a problem is acquired (from description 
or experience; Hertwig et  al., 2004). These efforts 
focused mostly on binary-choice paradigms (Hertwig 
& Erev, 2009) rather than microworlds, and the sim-
plicity of these tasks has allowed the discovery of 
interesting phenomena. A key finding is that, when 
making sequential decisions from experience, people 
behave as if low-probability (i.e., rare) events were 
rarer than they really are rather than behaving as if 
they were more common than they really are, as pre-
dicted by prospect theory. The conclusion is that pros-
pect theory describes human decisions when 
alternatives are presented simultaneously in simple 
descriptive gambles (Kahneman & Tversky, 1979) but 
has less to contribute to the description of how 
humans make sequential decisions from experience 
in dynamic environments.

Efforts toward developing comprehensive algorithms 
that can explain human decisions from experience have 
resulted in a proliferation of highly task-specific models. 
These models often can predict or explain choice behav-
ior only in the particular task that they were created for, 
and they fail to generalize and explain decisions in 
other, even closely related tasks (see discussions in  
Bugbee & Gonzalez, 2022; Erev et al., 2017; Gonzalez 
& Dutt, 2011; Hertwig, 2015; Lejarraga, Dutt, & 

Dynamic Environment

Observationt1

NO
k=k+1

Outcomet3

Evaluate
Alternative k

Update Memory of
past decisions

Remember k
with best value

Choose?

YES
k with best value

Fig. 2.  Closed-loop learning process of choice. This is the general 
conceptualization of a dynamic decision-making process. This is a 
control process in which alternatives are evaluated sequentially, and 
an agent interacts with the environment in a cycle.
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Gonzalez, 2012). A general algorithm that has aimed to 
represent a comprehensive human cognitive process of 
experiential choice in dynamic tasks is found in IBLT 
(Gonzalez et al., 2003). This algorithm claims to exhibit 
human-like decisions in some tasks, and by building on 
cognitive architectures (Anderson & Lebiere, 1998), this 
algorithm has reached a level of cognitive precision and 
systematic calculation to be carried out computationally 
(Gonzalez, 2022; Hertwig, 2015). However, not all the 
steps in the IBLT algorithm are precise and concrete 
enough to implement computationally, and significant 
research is required to advance human-like algorithms 
of decision-making.

In what follows, I first address the general question 
of why it is important to build human-like algorithms: 
algorithms that emulate human decisions with cognitive 
precision and that are able to replicate cognitive biases 
and cognitive constraints when confronted with dynamic 
environments. Then I introduce the general IBLT algo-
rithm and consider the accumulated evidence that sup-
ports human-likeness of the cognitive processes involved 
in the various steps of IBLT. I also highlight the current 
gaps that demand more research to advance general 
algorithmic representations of human-like DDM.

Beyond Getting Inspiration From 
Humans: Building Human-Like 
Algorithms of DDM

I build on the premise that it is desirable to build arti-
ficial agents that mimic the cognitive process by which 
humans make decisions in dynamic environments. But 
given that humans can be poor and slow at learning 
and improving their choices in dynamic tasks, and given 
human cognitive constraints, one might ask: Why would 
we want to build such human-like algorithms? And 
would building human-like algorithms imply replicating 
human errors and cognitive biases that make them slow 
learners? What purpose does it serve to create artificial 
agents that make mistakes and learn like humans do?

Historically, computational science has attempted to 
gain inspiration from human behavior and build human-
inspired algorithms, with the ultimate goal of finding 
“optimal computational solutions” to complex tasks 
(Kochenderfer et al., 2022; Rai et al., 2022; Zhang et al., 
2009; Zhou & Chen, 2018). These approaches often 
look to human behavior to provide a way to improve 
the algorithms; they attempt to make algorithms more 
efficient by “imitating” human processes. However, 
these approaches often use human behavior only as an 
inspiration, and rarely do they demonstrate any capabil-
ity to replicate the cognitive process by which humans 
make decisions.

Creating optimal solutions to DDM problems is 
essential for providing decision support to humans. 
Given that humans are often suboptimal at making 
decisions in dynamic complex tasks, they need optimal 
solutions that can help them improve their decisions. 
In other words, AI needs optimal and cognitive algo-
rithms to be able to improve human learning in dynamic 
environments. However, I suggest that computational 
algorithms that look for the optimization of solutions 
in complex tasks would be more efficient if they were 
informed by process-level cognitive algorithms that 
emulate and are able to predict human actions. For 
example, Bayesian principles (Griffiths et al., 2008) and 
game-theoretic approaches (Roughgarden, 2010) dictate 
how rational agents should act and update their beliefs 
on the basis of prior knowledge. But designing solu-
tions under the assumption of human rationality will 
result in suboptimal outcomes compared or confronted 
with boundedly rational agents (i.e., humans) acting in 
dynamic tasks. Generally, the assumption that cognition 
is approximately optimal to the uncertainty and struc-
ture of the environment might be incorrect when deal-
ing with DDM environments, and computationally 
effective models might not be sufficient to support 
boundedly rational agents in DDM.

To improve and accelerate learning in DDM, research 
needs to increase attention to improving current learn-
ing algorithms that imitate human cognitive processes. 
Furthermore, these models should be able to replicate 
human constraints and errors and be able to predict 
when humans are falling victim to biases, when humans 
are about to commit choice errors, and when humans 
need support given their cognitive constraints (Fuchs 
et al., 2022). As an illustration, in the context of making 
defense decisions in a cybersecurity environment, 
machine-learning algorithms have recently been shown 
to result in better solutions when they are informed by 
models that accurately predict human choices than 
when those algorithms rely on the assumption of 
human rationality (Aggarwal et  al., 2022). Research 
frameworks in the context of cognitive cybersecurity 
propose that new systems can improve human actions 
when these systems take into account the human cogni-
tive state and the prediction of their biases and choice 
errors (Gonzalez et al., 2023; Lebiere et al., 2023). The 
main idea is that we cannot effectively overcome human 
constraints when building technology that aims at opti-
mizing decisions or at beating the human while con-
sidering the human mind as a black box. Human-like 
cognitive algorithms would allow explaining and pre-
dicting how human errors and biases emerge in dynamic 
environments and how to adapt the environment to the 
human cognitive constraints.
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To achieve this type of learning algorithm, research 
also needs to advance the metrics of human-likeness. 
Most of the research in traditional cognitive computa-
tional science relies on outcome metrics: the compari-
son of choices from model simulations to actual human 
behavior, using metrics such as the mean squared error 
or mean squared deviation and correlation. Further-
more, often these comparisons are performed at the 
aggregate, average level. As discussed in previous 
research, models of human decision-making must be 
evaluated at the individual level by both, process and 
outcome metrics, using multiple criteria rather than 
relying on a single-outcome comparison (Dutt &  
Gonzalez, 2015; Farrell & Lewandowsky, 2015; Gluck 
et al., 2008; Harman et al., 2021).

Many reinforcement-learning (RL) systems demon-
strate the ability to replicate the outcome of human 
decisions (Gershman & Daw, 2017), but these agents 
are often inadequate for explaining and predicting 
human adaptation and the learning process in complex 
environments (Lake et al., 2017; Pouncy et al., 2021). 
Therefore, a concern has been raised that the advance 
in RL algorithms is mostly centered on solving compu-
tational problems efficiently and optimally rather than 
on replicating the way humans actually learn (Botvinick 
et al., 2019; Lake et al., 2017).

Although there might be several ways to replicate 
human-level decision-making in dynamic tasks, one 
method relates to the origins of AI: cognitive architec-
tures (Anderson & Lebiere, 1998; Newell, 1992). A 

common goal of cognitive architectures is to generate 
computational systems that are capable of demonstrat-
ing the same kind of abilities and shortfalls observed 
in human cognition (Gonzalez et al., 2003; Thomson 
et al., 2015). Thus, in what follows I present IBLT, a 
general cognitive algorithm originating from the Adap-
tive Control of Thought–Rational (ACT-R) cognitive 
architecture (Anderson & Lebiere, 1998), designed to 
replicate the cognitive process of human decision- 
making in dynamic environments. IBLT was designed 
to mimic how humans use knowledge and memories 
to make decisions. But as I explain below, there are a 
number of challenges that need to be addressed to 
construct human-like agents that adapt and learn in 
dynamic decision-making situations.

A General Cognitive Algorithm  
for Human Decision-Making  
in Dynamic Environments

IBLT is a general postulation of the cognitive processes 
and the mathematical mechanisms that are globally 
applicable to DDM tasks (Gonzalez et al., 2003). Spe-
cifically, the IBLT algorithm is a process assumed to 
represent the cognitive steps that humans follow to 
make decisions in dynamic situations. IBLT is also a 
computational algorithm that uses mathematical formu-
lations of memory retrieval from ACT-R (Anderson & 
Lebiere, 1998).

Dynamic Environment

Recognition

Judgment

Execution

Choice

Feedback

Memory

Instance-Based Learning Decision Process

Actiont2

Observation (Features)t1 Outcomet3

Exploration

Credit Assignment

Similarity

Expected Utility

Current best action

Fig. 3.  General cognitive process of decision-making proposed by instance-based learning theory.
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The general cognitive process of decision-making 
proposed in IBLT is shown in Figure 3. IBLT proposes 
that decisions are represented in the form of instances 
involving three parts: state, action, and utility. In gen-
eral, state is a representation of the features of a deci-
sion situation, action is a decision an agent makes in 
such a state, and utility is an expectation the agent 
generates from experience or an outcome the agent 
observes because of such action. The theory generally 
assumes that instances accumulate over time, and past 
instances are recalled on the basis of their similarity to 
a current decision situation. The expected utility of each 
decision alternative is generated as a function of the 
utilities in past similar instances and the probability of 
retrieving those instances from memory. A choice is 
made for the option that has the highest expected utility. 
The corresponding mathematically concrete algorithm 
replicated from Nguyen et al. (2022) and the mathemati-
cal formulations are shown in the Appendix.

The process considers one decision alternative at a 
time and starts with the observation of its environmen-
tal state at time t1 and the determination of whether 
there are past experiences in memory (i.e., instances) 
that are similar to the current environmental state (i.e., 
recognition). If similar past instances are found in mem-
ory, the expected utility of the decision alternative (i.e., 
judgment) is calculated via a process of blending past 
instances from memory, but if there are no similar past 
instances, then a heuristic is used to generate the 
expected utility instead. The current best action (i.e., 
the alternative with the highest expected utility) is 
maintained in short-term memory, and a decision is 
made as to whether to continue exploring new alterna-
tives (i.e., exploration loop) or to stop exploring to 
execute the action of the current best alternative (i.e., 
choice). When the exploration loop ends, the choice 
associated with the alternative that has the highest 
expected utility is executed at time t2, affecting the 
environment accordingly (i.e., execution). As the execu-
tion loop continues and new decision alternatives 
emerge over time, a result from previous decisions may 
be observed from the environment, either immediately 
or with delay from the execution of a choice (i.e., feed-
back) at time t3. Such a decision result is used to update 
the utility of past instances in memory through a credit-
assignment process.

Recognition: When is it possible  
to reuse experience?

The process of recognition is the ability to discriminate 
among familiar classes of objects (Langley & Simon, 
1981). In the field of naturalistic decision-making, rec-
ognition is the primary process that experts use to make 

decisions under uncertainty, reusing decisions that have 
worked previously according to their own experience 
(Klein et al., 1993; Zsambok & Klein, 2014). IBLT made 
this process more precise by using a “partial-matching” 
mechanism in the ACT-R (Anderson & Lebiere, 1998), 
defining similarity metrics and a threshold of similarity 
that applies to a current decision situation and the state 
in past instances stored in memory (see Appendix).

Significantly more empirical and computational work 
is required to determine the human-likeness of this 
recognition process of IBLT. For example, although in 
cognitive science there is an abundance of work on 
judgments of similarity, there is much less emphasis on 
the connection between similarity to choice. Tversky 
(1977) provided foundational ideas regarding feature-
based models of similarity, in which features repre-
sented objects and a similarity metric was based on 
matching and mismatching those features relative to 
past decision-making situations. Such ideas have been 
essential to advancing knowledge of the recognition 
process and context effects in decision-making, particu-
larly about how improved recognition emerges from 
experience. Classic studies suggest that experts are very 
selective in using features to guide their decisions, 
whereas novices engage in a more thorough search to 
determine the similarity of experience applicable to a 
problem situation (Chase & Simon, 1973; Chi et  al., 
1981; de Groot, 2014; Gobet & Simon, 1996). Similar 
patterns of novice and expert behaviors are observed 
in naturalistic settings (Chase & Simon, 1973; Klein, 
1999; Klein et al., 1993).

Research is emerging on computational models of 
how features in a decision situation influence choice 
from experience (e.g., Trueblood, 2022; Trueblood 
et  al., 2014; Yearsley et  al., 2022). Yet these models 
focus on the importance of the features (i.e., attribute 
weights) and do not shed much light on the similarity 
metrics that are required to evaluate past experience 
of such features. Research is required to integrate mod-
els that rely on the storage of exemplars in memory 
and that use the similarity of a stimulus to stored  
exemplars to make decisions (Medin & Schaffer, 1978;  
Nosofsky, 1986). Such models measure similarity as the 
distance between objects in memory and those under 
consideration in a multidimensional psychological 
space (e.g., Nosofsky, 1986; Shepard, 1987). In addition, 
beyond feature-based models and geometric multidi-
mensional models, there is a rich literature on psycho-
logical models of similarity that would need to be 
considered and integrated into current work on deci-
sion-making (see Goldstone & Son, 2012). New metrics 
should consider that attribute weights may differ 
depending on the similarity judgments beyond full 
matching and mismatching of features.
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IBLT’s current algorithm often uses a linear-distance 
metric of similarity for each feature in an instance. In 
addition, each feature can be weighted so that the sum 
of the weights of the various features adds up to 1. Then 
the sum of the weighted similarities across all features 
are multiplied by a “mismatch-penalty” parameter, as 
defined in the partial-matching mechanism of the ACT-R 
(see Appendix). Although some evidence exists regard-
ing the human-likeness of this similarity-functional form 
(Gonzalez et al., 2003; Gonzalez & Quesada, 2003), the 
formalization of the recognition process and the gener-
alization of such a process across multiple tasks needs 
to be investigated further. In particular, future research 
needs to validate the similarity metrics, attribute weights 
and how these representations may vary over time, study 
how these representations are context-dependent, and 
determine the psychological accuracy of the mathemati-
cal representations of similarity (Nachshon et al., 2022).

Judgment: how to determine the value 
of an alternative?

The value of choice options has historically been for-
mulated as some form of expected value. For example, 
decision theory from the economics perspective gener-
ally describes how rational agents should act through a 
calculation of a utility value. However, as discussed 
above, such models do not describe how humans actu-
ally evaluate choice options. Humans are boundedly 
irrational (or “predictably irrational”; Ariely, 2009), and 
their behavior can be described by a large set of cogni-
tive biases and by relaxed traditional SEU. However, a 
significant disadvantage of the SEU algorithms is that 
they do not explain details of the process by which 
beliefs are formed or from which values are determined 
(Hastie, 2001).

Computational approaches commonly address the 
sequential decision problem under uncertainty by rep-
resenting the problem as a Markov decision process 
and resolving the decisions through RL or stochastic 
optimization (Powell, 2022). From this perspective, a 
problem is represented by state variables that include 
information that is known to make a decision, the deci-
sion itself (i.e., policy), information learned after a deci-
sion is made (i.e., exogenous information), a transition 
function (i.e., equations needed to update each element 
of the state), and an objective function (i.e., reward) to 
optimize. The goal of these algorithms is to determine 
the best method for making a decision (i.e., an optimal 
policy) given some approximation of the impact that 
such a decision will have in the future, such that some 
objective function is optimized.

Generally, it is important to determine what the best 
decision is in a particular situation. It is expected that 

humans would want to make the best decision possible, 
and thus, knowing how to calculate the best value of 
each alternative is very important. However, because 
humans are only boundedly rational, they can make 
the best decision only at a particular point in time given 
their constraints on knowledge, memory factors, and 
exogenous variables such as complexity and remaining 
time (Gonzalez et al., 2003). Thus, the general focus of 
the computational optimization of policies is valuable, 
but it is an approach unlikely to represent human-like 
decisions. The metrics these approaches use to evaluate 
their models relate to optimal decisions, not to psycho-
logical accuracy.

Work with RL models has aimed at endowing RL 
algorithms with cognitive and psychological character-
istics, such as human processing of episodic memory, 
that would allow these type of models to approximate 
the challenges that humans face in more naturalistic 
tasks, such as learning from sparse data and connecting 
actions and rewards over time (Gershman & Daw, 2017). 
The primary focus of such studies has been on the 
similarities between neural processes and computational 
mechanisms (Gershman & Daw, 2017; Niv, 2009). 
Although the results have been encouraging, they leave 
significant room for replicating or explaining the cogni-
tive plausibility and psychological accuracy of such 
algorithms through behavioral metrics (Botvinick et al., 
2019; Lake et al., 2017).

In IBLT the value of each sequential alternative is 
determined through a process called blending (Gonzalez 
et al., 2003). Blending is a mechanism for combining 
past experiences, which has its origin in general ideas 
for “blended retrievals,” through which past memories 
generate a continuous value of probability judgment 
(Lebiere, 1999). In IBLT, blending is defined as the sum 
of utilities of past similar instances weighted by each 
instance’s probability of memory recall (see Appendix; 
Gonzalez & Dutt, 2011; Lejarraga et al., 2012). Impor-
tantly, the use of blending depends on the result of the 
recognition process. Blending is used to determine the 
expected utility of the current alternative when there are 
past instances in memory that are similar to the attributes 
of such an alternative. If there are no past instance in 
memory, a general heuristic or “prepopulated instances” 
that represent previous expectations can be used to 
determine the expected utility of the current alternative 
(Gonzalez & Dutt, 2011; Gonzalez et al., 2003; Lejarraga 
et al., 2012; Nguyen et al., 2022).

Since its inception, the decisions resulting from IBLT 
have been compared to the decisions made by humans. 
This is in fact a traditional way to demonstrate the 
psychological accuracy of cognitive models (Busemeyer 
& Diederich, 2010; Farrell & Lewandowsky, 2015). The 
IBLT process has shown a close relationship with the 
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decisions resulting from humans, and this has been dem-
onstrated in a large diversity of tasks, domains, time 
scales, and data-aggregation levels (for summaries, see 
Gonzalez, 2013, 2022; Gonzalez & Dutt, 2011; Gonzalez 
et al., 2017; Lejarraga et al., 2012). These models are com-
monly evaluated by the output of this process (i.e., deci-
sions predicted by IBLT and decisions actually made by 
the human), and given the accuracy of the IBLT predic-
tions, the blending process itself displays human-like char-
acteristics. However, the psychological accuracy of the 
judgment process in IBLT requires fine-grained psycho-
logical evaluation methods and metrics, such as evaluating 
the attributes or the activation and retrieval probability of 
the instances used to make each decision. This line of 
research would be worth pursuing in the future.

Choice: when to stop exploration?

In sequential decision-making the decision maker faces 
an important decision: when to stop evaluating poten-
tial alternatives to make a choice. Research has shown 
that people do not accurately decide when to stop 
evaluating alternatives so that they optimize their deci-
sions. Instead, people generally show a bias from the 
optimal stopping point (Bhatia et  al., 2021; Seale & 
Rapoport, 2000), and frequently humans explore  
less than is optimal (Wulff et al., 2018). Current psy-
chological models suggest that humans adjust their 
aspirations throughout a sequence of choices according 
to a threshold, but the functional form of such a thresh-
old is under debate (Baumann et al., 2020; Guan & Lee, 
2018; M. D. Lee, 2006). Furthermore, these models do 
not describe the cognitive process behind stopping 
decisions; they are usually applicable to specific tasks 
and cannot generalize to other tasks without significant 
modifications (Bugbee & Gonzalez, 2022).

Generally, substantial research is required to determine 
how people make stopping decisions by learning in 
dynamic environments. New research is emerging to 
investigate whether humans are able to approach an opti-
mal stopping point after repeated experience (Bugbee & 
Gonzalez, 2022; D. G. Goldstein et al., 2020). There is 
also some evidence for adaptation of the stopping deci-
sions to changing conditions of the environment (M. D. 
Lee & Courey, 2021), consistent with research findings 
that people are able to learn with repeated experience 
(D. G. Goldstein et al., 2020).

Other lines of research have investigated how reveal-
ing features of various choice alternatives in changing 
environments influences the stopping point (Lee et al., 
2014). Generally, the authors found that stopping deci-
sions change according to environmental dynamics, and 

their modeling work suggests that decision confidence 
instead of error may be a regulatory mechanism for the 
stopping decisions. However, significant efforts are 
required to explain the inductive generation of the deci-
sion to stop the search process in dynamic 
environments.

The decision of whether to explore new alternatives 
in search for higher rewards or to exploit already known 
options (select the option that is best so far) is a fun-
damental and pervasive problem in our understanding 
of adaptive behavior (Cohen et  al., 2007; Mehlhorn 
et al., 2015). This is also a problem that has been studied 
extensively in RL computational approaches (Kochender-
fer et al., 2022). But once again, this dilemma is often 
addressed through algorithms such as those using opti-
mal stopping time (e.g., Gittins index: optimal strategy 
for exploration), searching for the optimal policy in 
bandit problems (Kochenderfer et al., 2022; Russell & 
Norvig, 2010), or assuming a threshold adjustment 
according to some functional form (Baumann et  al., 
2020; Guan & Lee, 2018; M. D. Lee, 2006). These algo-
rithms are unlikely to represent human strategies and 
the inductive learning process for adjustment of the 
stopping point in changing environments.

IBLT provides an integrated cognitive account of the 
learning process of stopping decisions in sequential 
tasks. IBLT does not rely on explicit thresholds but 
rather proposes that the decision of when to stop 
exploring is learned from experience. The current alter-
native-value, external factors such as time and the num-
ber of alternatives remaining in the sequence and the 
change in the available options trigger the decision to 
stop exploring without relying on the concept of a 
threshold (Bugbee & Gonzalez, 2022). In IBLT, the tran-
sition from exploration to exploitation emerges natu-
rally from the detected consistencies in the environment 
and as a consequence of the information experienced 
without explicitly defining choice rules between explor-
ing or exploiting (Gonzalez & Dutt, 2016; Gonzalez 
et al., 2003). The human-likeness of such a process has 
been demonstrated by comparing simulated individual 
choices produced by IBLT to empirical stopping deci-
sions from human data (Bugbee & Gonzalez, 2022). 
Because the same process can be used across different 
decision environments, it is expected that IBLT will pro-
vide an integrated cognitively plausible process through 
which stopping decisions are made in sequential deci-
sion tasks (Bugbee & Gonzalez, 2022; Bugbee &  
Gonzalez, 2022; Gonzalez & Dutt, 2016; Mehlhorn et al., 
2015). Future research should investigate the generaliz-
ability of this process and the robustness of the proposed 
algorithms (Gonzalez & Aggarwal, in press).
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Feedback: How do we learn from past 
actions?

Learning the relationship between actions and out-
comes is essential to behavioral adaptation and deci-
sion-making in dynamic environments (Gonzalez, 2005; 
Gonzalez et al., 2003). However, in dynamic-decision 
environments, accounting for feedback can be compli-
cated because the knowledge of outcomes is often 
delayed and the associations of the outcomes to the 
decisions that produced such outcomes is not unique 
(Brehmer, 1992; Sterman, 1989). It is well known that 
longer feedback delays negatively affect long-term per-
formance in decision tasks (Einhorn & Hogarth, 1978; 
Gonzalez, 2005). Thus, an important fundamental ques-
tion is how agents learn from their own experience in 
dynamic decisions under uncertainty when feedback 
delays are pervasive.

In computational science, this problem is known as 
temporal credit assignment, the challenge to assign 
credit to intermediate actions within a sequence (Minsky, 
1961). Computational science has proposed a number 
of approaches to handle delayed feedback. One of the 
most prominent mechanisms to address the credit-
assignment problem is the temporal-difference (TD) 
mechanism for RL models (Sutton & Barto, 2018). 
According to the TD approach, an agent predicts the 
value of intermediate states in the absence of final 
feedback and uses prediction errors over small intervals 
to update their future predictions. Psychological 
research has addressed the question of how well a 
model similar to the TD mechanism is aligned with 
humans in tasks involving feedback delays (Walsh & 
Anderson, 2011, 2014). In addition, the TD credit-
assignment methods have been incorporated into cog-
nitive architectures to emulate how humans process 
feedback delays in sequential decision-making tasks 
(Fu & Anderson, 2006), suggesting that the human 
evaluation of intermediate states in terms of future 
rewards, as predicted by TD learning, may be psycho-
logically accurate (Walsh & Anderson, 2011). However, 
the primary focus of such studies has been on the simi-
larities between neural processes and computational 
mechanisms rather than the comparison to observed 
human behavior. In recent work, the TD mechanism was 
used in instance-based learning models across a variety 
of tasks and resulted in similar learning results to that of 
humans, suggesting that the TD mechanism may indeed 
be a human-like process (Nguyen et al., 2022). However, 
the robustness of the TD and potentially competing 
credit-assignment mechanisms that are psychologically 
accurate needs to be addressed further. The development 
and comparison of human-like mechanisms for credit 
assignment in IBLT is still in the early stages of explora-
tion (Nguyen et al., 2023).

Conclusions

An initial goal of AI was to build algorithms that emu-
late human behavior (Lake et al., 2017; Simon, 1983; 
Turing, 1950). However, the focus of AI in more recent 
decades has been dominated by computational algo-
rithms that aim at making optimal decisions in complex 
tasks and beating the human rather than replicating 
human decisions and replicating their cognitive deci-
sion-making process. In this article, I claim that we 
need to focus on building learning algorithms that 
simulate human cognitive processes so that optimiza-
tion machine-learning AI can be devised to improve 
and accelerate human learning.

Generally, DDM involves a complex process of learn-
ing and making decisions by retrieving solutions from 
past similar memories (Gonzalez et al., 2003). DDM is 
very challenging for humans, and most research suggests 
difficulties in learning and improving decision-making 
in dynamic tasks. Building human-like artificial agents 
in dynamic tasks is important for overcoming such limita-
tions of human behavior. However, current computa-
tional algorithms are far from achieving the level of 
cognitive specificity and precision that is required to 
create human-like algorithms for DDM. Although many 
research challenges are computational, many other chal-
lenges are behavioral. Basic research should focus on 
understanding the learning process in humans and why 
human learning is slow and inefficient in DDM tasks.

Historically, computational algorithms have been 
centered on the efficiency and optimality of decisions 
rather than replicating or explaining human behavior 
(Botvinick et al., 2019; Lake et al., 2017). Many of these 
algorithms make strong assumptions about the environ-
ment and about human capabilities. They ignore human 
cognitive constraints, assuming that humans do not 
forget, are able to remember, learn, store and recall 
information optimally, and ultimately choose rationally. 
However, the main issue relies on the psychological 
and cognitive decision-making research that has lagged 
behind in the study of complex, dynamic environments. 
To achieve human-like decision-making algorithms, 
research on behavioral decision-making needs to 
advance to the study of dynamic environments. The 
body of accumulated evidence on the dynamics of deci-
sion processes must then be mathematically formulated 
to be carried out computationally.

Although there are many efforts intended to create 
computational algorithms that replicate the cognitive 
process of human DDM, one method that is historically 
linked to AI is cognitive architectures. Cognitive archi-
tectures aim at enabling the construction of artificial 
agents that are capable of exhibiting intelligent behavior 
from the foundational mechanisms that underlie human 
cognition. IBLT originated in the ACT-R (Anderson & 
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Lebiere, 1998) and relies on the ACT-R’s proposed mech-
anism for the activations of memories (Gonzalez et al., 
2003). IBLT provides a general cognitive algorithm for 
decisions under uncertainty in dynamic tasks, addressing 
many of the essential elements of naturalistic decisions, 
including uncertainty, recognition of decision alterna-
tives through similarity, bounded rationality, exploration-
exploitation trade-offs, and feedback delays, among 
other elements. The IBLT algorithm has been imple-
mented computationally in a large number of tasks from 
simple bandit-type binary-choice problems to signifi-
cantly more complex tasks such as real-time dynamic 
allocation of limited resources and navigation and coor-
dination in teams (for examples, see Nguyen et al., 2022).

In some ways, models that derive from IBLT have 
achieved human-like decision-making, demonstrated 
by the comparison of decisions that the algorithm pre-
dicts to decisions that humans actually make. However, 
as discussed above, there are a number of challenges 
that cognitive and computational decision science 
needs to address to demonstrate the human-likeness of 
IBLT or other algorithms. First, several of the steps in 
IBLT need to be investigated, formalized, and validated. 
To mention two important issues: The recognition and 
feedback processes are the least developed in this the-
ory. Second, advanced methods for verifying human-
likeness are required. Evaluation should not be limited 
to the comparison of outcomes (i.e., the actions pre-
dicted by a model and the actions made by human 
actors). New metrics should involve the comparison of 

the cognitive decision-making process, including the 
prediction of the errors and biases that a model makes 
compared with the human psychological processes that 
led to such predictions.

Appendix

For an agent, an option k = (s, a) is defined by taking 
action a after observing state s. At time t, assume that 
there are nkt different instances (ki, xikit) for i = 1, . . ., 
nkt, associated with k. Each instance i in memory has 
an activation value that represents how readily available 
that information is in memory and expressed as follows 
(Anderson & Lebiere, 1998):
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where d, α, and σ are the decay, mismatch penalty, and 
noise parameters, respectively, and Tikit ⊂{0, . . ., t − 1} is 
the set of the previous timestamps in which the instance i 
was observed, fj

k is the j-th attribute of the state s, and Simj 
is a similarity function associated with the j-th attribute. 
The second term is a partial matching process reflecting 
the similarity between the current state s and the state of 
the option ki. The rightmost term represents a noise for 
capturing individual variation in activation, and ξikit is a 

Figure 4.  Pseudo code of the instance-based learning process. This process assumes the use of prepopulated instances 
in a memory dictionary (i.e., “default utility”) rather than the use of heuristics (see the Judgment step in the discussion of 
IBLT, above). The formalization of Equations 1 to 3 are shown below. This figure is replicated from Nguyen et al. (2022).
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random number drawn from a uniform distribution U(0, 
1) at each time step and for each instance and option.

The activation of an instance i is used to determine 
the probability of retrieval of an instance from memory. 
The probability of an instance i is defined by a soft-max 
function as follows:

	             p =
e

 e
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ni

ikit /T

kt jk jt /T

Λ

Λ
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where τ is the Boltzmann constant (i.e., the “tempera-
ture”) in the Boltzmann distribution. For simplicity, τ is 
often defined as a function of the same σ used in the 
activation equation T 2= σ .

The expected utility of option k is calculated on the 
basis of blending as specified in choice tasks (Gonzalez 
& Dutt, 2011; Lejarraga et al., 2012):
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i 1
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i i
= x

=
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The choice rule is to select the option that corre-
sponds to the maximum blended value. In particular, at 
the l-th step of an episode, the agent selects the option 
(sl, al) with

	           a V
A

s tι
α

ι α=
∈

( )argmax ., , 	 (4)

The flag delayed on line 14 of Figure 4 is true when the 
agent knows the real outcome after making a sequence 
of decisions without feedback. In such a case, the agent 
updates outcomes by using one of the credit-assignment 
mechanisms (Nguyen et al., 2023). It is worth noting that 
when the flag delayed is true depends on a specific task. 
For instance, delayed can be set to true when the agent 
reaches the terminal state or when the agent receives a 
positive reward.
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Notes

1. An algorithm is a sequence of steps used to accomplish a 
task, and a computational algorithm requires a level of preci-
sion and systematic calculation to be carried out automatically 
(Chabert, 1999).
2. This perspective disregards work on “embodied cognition” 
(Foglia & Wilson, 2013), the neural basis of decision-making (D. 
Lee et al., 2012), and most of the work under the perspective 
of complex problem-solving related to motivations and emo-
tions (Dörner & Güss, 2022), but I acknowledge that “body” 
functions (i.e., vision, modalities for execution), neuroscience 
research, and emotions are relevant to the dynamic decision-
making process discussed here.
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